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ABSTRACT
Edge computing has transformed cellular networks, offer-
ing fast response times by moving computing resources to
the network’s edge. This not only reduces the burden on the
Wide Area Network (WAN) but also enables latency-sensitive
applications. However, the widespread deployment of edge
computing raises concerns regarding its sustainability. In this
work, we present MintEDGE, a simulation framework that
models a fully configurable edge-enabled cellular network.
MintEDGE empowers researchers and practitioners to de-
sign and assess energy-saving strategies for edge computing.
We discuss the details of the simulator and its customizable
elements like user mobility, the possibility to use predictive
workload algorithms, and diverse application scenarios at
scale. MintEDGE is released under a permissive MIT license.

CCS CONCEPTS
• Networks→ Network simulations.

KEYWORDS
Edge Computing, Network Simulator, Energy Efficiency, 5G

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies
are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. Copyrights
for components of this work owned by others than the author(s) must
be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee. Request permissions from permissions@acm.org.
ACM MobiCom ’23, October 2–6, 2023, Madrid, Spain
© 2023 Copyright held by the owner/author(s). Publication rights licensed
to ACM.
ACM ISBN 978-1-4503-9990-6/23/10. . . $15.00
https://doi.org/10.1145/3570361.3615727

1 INTRODUCTION
Edge computing relieves the burden on Wide Area Net-
works (WANs) by placing computing resources close to the
final user, improving network capacity, and reducing latency.
This enables the deployment of real-time applications like
medical robotics. However, the widespread adoption of edge
computing requires deploying numerous edge servers, which
raises concerns about sustainability. Analyzing the impact
of edge servers on energy consumption and implementing
efficient techniques to mitigate their energy footprint is cru-
cial for long-term sustainability. Doing so using hardware
testbeds is challenging due to their cost, limited scalability,
and lack of hardware diversity representation. To overcome
these challenges, researchers have proposed several edge
computing simulators like EdgeCloudSim [3], iFogSim2 [2]
and ENIGMA [1]. However, these simulators overlook energy
consumption and scalability considerations. On the other
hand, LEAF [4] focuses on energy consumption but lacks QoS
metrics and options for simulating accurate user mobility.

This paper presents MintEDGE, a flexible edge computing
simulation framework that allows the configuration of vari-
ous aspects of the infrastructure and enables researchers to
test novel energy optimization strategies and workload pre-
dictors. This work outlines MintEDGE’s architecture, which
is designed for 5G and edge computing, but can be easily ex-
tended to other access networks or architectures.We describe
MintEDGE’s key functionalities such as user configuration
(e.g., mobility), definition of edge services’ requirements,
introduction of workload predictors, and real map testing
scenarios. We also present a comprehensive evaluation of the
real infrastructure of an MNO in The Netherlands, showing
the ability of MintEDGE to test large-scale realistic scenarios.
MintEDGE is released under a permissive MIT license.1

1MintEDGE is available at https://github.com/blasf1/MintEDGE
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The paper is organized as follows. Section 2 describesMint-
EDGE’s requirements and architecture. Section 3 provides
insights into the network and energy models. Finally, Sec-
tion 4 reports on the performance evaluation, and Section 5
draws the conclusions.

2 THE MINTEDGE ARCHITECTURE
2.1 Main Requirements
MintEDGE is designed in line with a set of functional and
non-functional requirements, as follows:

• Modularity in the Orchestrator’s main tasks, such as
the placement and routing algorithms and the ability
to incorporate workload prediction.

• Agnostic w.r.t. the radio access network.
• Compatible with any hardware configuration.
• Configurable in terms of user settings (e.g., speed),
service requirements (e.g., delay budget), and infras-
tructure (e.g., link capacity).

• Ability to simulate large-scale realistic scenarios.
• Modeling the energy consumption, including comput-
ing resources and backhaul.

• Capacity to use realistic mobility models.
• Scalability, reducing on-the-fly calculations without
demanding excessive memory for the execution.

2.2 Building Blocks
The architecture of MintEDGE can be divided into four main
building blocks, as depicted in Fig. 1, namely Orchestrator,
Infrastructure, Users and Roads.

The Orchestrator layer provides the main view of the sim-
ulated system. It concentrates the telemetry data from the
underlying layers. This data can be stored for performance
evaluation or fed to other blocks, such as load predictors, if
required. The orchestrator also hosts and runs edge place-
ment and routing algorithms, which makes it the key part
of testing energy-saving approaches. The orchestrator is in
charge of configuring the infrastructure according to their
output. The orchestrator also hosts the Energy Meter block,
which collects data from the infrastructure’s energy models.

The Infrastructure layer models the infrastructure’s behav-
ior, including computing resources and network. It handles
requests made by the Users layer and models network and
computing delays. MintEDGE assumes that edge servers are
colocated on 5G Base Stations (BSs) without loss of gener-
ality. It allows testing different server-BS deployments as
well as server placement algorithms. The same concept could
apply to any other radio access point. Thanks to the modular
design, any part of the infrastructure can incorporate an
energy model. By default, only servers and links have it.
Each user in the Users layer sends requests to the infras-

tructure according to a configurable distribution (Poisson by
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Figure 1: MintEDGE’s architecture

default). A different request arrival rate can be configured for
each simulated service. Various user types with different mo-
bility models, such as cars, pedestrians, and stationary users,
are available by default. Users also interact with the Roads
layer, which consists of a graph representing real roads, in-
cluding speed limits for realistic user mobility models. Mint-
EDGE utilizes actual maps through OpenStreetMaps’ API,
enabling the simulation of authentic scenarios.

3 NETWORK AND ENERGY MODELS
3.1 Network Model
MintEDGE considers a finite set B of BSs interconnected
with each other and with the management plane where the
orchestrator is hosted via a backhaul network made of a set
of links L. We denote the connectivity graph as G = ⟨B,L⟩.
Each link is represented as a three tuple: ℓ𝑖, 𝑗 = ⟨𝐵𝑆𝑖 , 𝐵𝑆 𝑗 , 𝛼𝑖, 𝑗 ⟩
where 𝐵𝑆𝑖 and 𝐵𝑆 𝑗 are the source and destination BSs and
𝛼𝑖, 𝑗 is the link capacity. The network model also considers a
routing matrix Γ. The computing infrastructure comprises a
set of edge servers H attached to the BSs. Each edge server
ℎ𝑚 ∈ H can host a configurable set of computation services
A. We denote the computing capacity of ℎ𝑚 by𝐶max

𝑚 in oper-
ations per second. The orchestrator places each request of 𝑎𝑘
received at any 𝐵𝑆𝑖 in an edge server and assigns computing
resources for each service. Different placement algorithms
can be easily configured in the orchestrator. The delay of a
request to a service 𝑎𝑘 ∈ A depends on the amount of data
transmitted through the network, denoted by 𝑉 𝑖𝑛

𝑘
(for the

input) and 𝑉 𝑜𝑢𝑡
𝑘

(for the output) and the workload, denoted
by 𝑜𝑘 caused by the request in the serving ℎ𝑚 . By default,
MintEDGE models delay as𝑇𝑢

𝑖,𝑘
+𝑇 𝑟

𝑖,𝑘
+𝑇 𝑐

𝑖,𝑘
+𝑇𝑜

𝑖,𝑘
+𝑇𝑑

𝑖,𝑘
where

𝑇𝑢
𝑖,𝑘

and 𝑇𝑑
𝑖,𝑘

are the delays to upload the request to the serv-
ing BS and download its output; 𝑇 𝑟

𝑖,𝑘
and 𝑇𝑜

𝑖,𝑘
are the delays

to route the request from the BS to the serving edge server
and route the output back to the BS; and 𝑇 𝑐

𝑖,𝑘
is the comput-

ing delay, which depends on the capacity assigned to 𝑎𝑘 by
the orchestrator. This delay model can easily be replaced by
more sophisticated ones.
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Table 1: Requirements of the services evaluated.

Service Type Max.
Delay

Arrival
rate

Input
data

Output
data ops/s Max.

Users
Video Analytics 30 ms 6 1500 kB 20 B 30000 100

Augmented Reality 15 ms 0.5 1500 kB 25 kB 50000 500
Vehicular Safety 5 ms 10 1600 B 100 B 7000 2000

Figure 2: Location of BSs and topology of the backhaul.

3.2 Energy Model
The energy model of MintEDGE is based on the one pre-
sented by LEAF [4]. We have extended LEAF’s model to
include booting energy. An edge server ℎ𝑚 takes a certain
setup time 𝑇 𝑠

𝑚 until it is ready to serve computing requests
again. The power consumption is assumed to have a con-
figurable constant value during this setup time. MintEDGE
considers that each edge server ℎ𝑚 has baseline energy con-
sumption 𝐸𝑖𝑑𝑙𝑒𝑚 when it is idle and needs a particular amount
of energy 𝐸𝑚 per operation executed in the CPU that adds
to the baseline. Therefore, the consumption of ℎ𝑚 is given
by 𝐸𝑖𝑑𝑙𝑒𝑚 +𝑂𝑚𝐸𝑚 where 𝑂𝑚 is the total workload being exe-
cuted in ℎ𝑚 . For the backhaul, each bit transmitted through a
link ℓ𝑜,𝑝 has a particular 𝜎𝑜,𝑝 energy consumption associated.
Thus, the energy consumption of ℓ𝑜,𝑝 is given by 𝜎𝑜,𝑝𝑉𝑜,𝑝
where 𝑉𝑜,𝑝 is the total volume of data sent through ℓ𝑜,𝑝 .

4 EVALUATION
We evaluate MintEDGE using real data from a Mobile Net-
work Operator in Maastricht, The Netherlands. The scenario
includes 33 BSs, half of which host an edge server, as shown
in green in Fig. 2. All edge servers have identical hardware,
with a capacity of 11260532 operations per second and a
baseline energy consumption of 222W. Each operation re-
quires 42.1 μJ. The BSs are connected through 1 Gbps links
via the X2 interface. Each transmitted bit consumes 59 nJ.
We simulate three services with the characteristics specified
in Table 1. User activity ranges from 2% at 06:00 to 16% at
21:00. These parameters are fully configurable in MintEDGE.

Fig. 3 shows the results of a 24-hour period. In Fig.3a, the
total energy consumption is shown, including its compo-
nents: workload, idle, and backhaul energies. Idle energy is
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Figure 3: Energy and delay over 24 hours.

a significant portion of the total energy consumption, sug-
gesting a big potential for optimization. The average delay’s
evolution (Fig. 3b) reveals increased delay during peak hours
(around 21:00) due to higher network load.

5 CONCLUSIONS AND FUTUREWORK
This paper introduces MintEDGE as an open-source simula-
tor that enables the research community to explore energy-
aware strategies in edge computing. This work describes
the architecture and modelling of MintEDGE and demon-
strates its ability to simulate large-scale scenarios obtaining
energy and QoS metrics. In future work, we plan to improve
the efficiency of MintEDGE by parallelizing user processes
and using less storage to save results. Moreover, we plan to
improve mobility with the ability to define specific patterns.
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